
UNITED STATES 
NUCLEAR REGULATORY COMMISSION 

REGION IV 
1600 E. LAMAR BLVD. 

ARLINGTON, TX  76011-4511 
 

  

May 6, 2016 
 

 
Jeremy Browning, Site Vice President 
Arkansas Nuclear One  
Entergy Operations, Inc. 
1448 SR 333 
Russellville, AR  72802-0967 
 
SUBJECT: ARKANSAS NUCLEAR ONE – NRC INSPECTION REPORT 05000313/2016001 

AND 05000368/2016001 

Dear Mr. Browning: 

On March 31, 2016, the U.S. Nuclear Regulatory Commission (NRC) completed an inspection 
at your Arkansas Nuclear One facility, Units 1 and 2.  On April 13, 2016, the NRC inspectors 
discussed the results of this inspection with Terry Evans, General Manager Plant Operations, 
and other members of your staff.  Inspectors documented the results of this inspection in the 
enclosed inspection report. 

NRC inspectors documented five findings of very low safety significance (Green) in this report.  
Four of the five findings involved violations of NRC requirements.  Further, inspectors 
documented a licensee-identified violation which was determined to be of very low safety 
significance in this report.  The NRC is treating these violations as non-cited violations (NCVs) 
consistent with Section 2.3.2.a of the NRC Enforcement Policy. 

If you contest the violations or significance of these NCVs, you should provide a response within 
30 days of the date of this inspection report, with the basis for your denial, to the U.S. Nuclear 
Regulatory Commission, ATTN:  Document Control Desk, Washington, DC 20555-0001; with 
copies to the Regional Administrator, Region IV; the Director, Office of Enforcement, 
U.S. Nuclear Regulatory Commission, Washington, DC 20555-0001; and the NRC resident 
inspector at Arkansas Nuclear One. 
 
If you disagree with a cross-cutting aspect assignment or a finding not associated with a 
regulatory requirement in this report, you should provide a response within 30 days of the date 
of this inspection report, with the basis for your disagreement, to the Regional Administrator, 
Region IV; and the NRC resident inspector at Arkansas Nuclear One. 
 
On March 31, 2016, the NRC completed a quarterly performance review of Arkansas Nuclear 
One.  The NRC determined that continued plant operation was acceptable and oversight in the 
Multiple/Repetitive Degraded Cornerstone of the Reactor Oversight Process Action Matrix 
remained appropriate. 
 
In accordance with Title 10 of the Code of Federal Regulations (10 CFR) 2.390, “Public 
Inspections, Exemptions, Requests for Withholding,” a copy of this letter, its enclosure, and your 
response (if any) will be available electronically for public inspection in the NRC’s Public   
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Document Room or from the Publicly Available Records (PARS) component of the NRC's 
Agencywide Documents Access and Management System (ADAMS).  ADAMS is accessible 
from the NRC Web site at http://www.nrc.gov/reading-rm/adams.html (the Public Electronic 
Reading Room). 

Sincerely, 
 
 
/RA/ 
 
Neil O’Keefe, Chief  
Project Branch E 
Division of Reactor Projects 

 
Docket Nos. 50-313 and 50-368 
License Nos. DRP 51 and NPF-6 
 
Enclosure:   
Inspection Report 05000313/2016001  
and 05000368/2016001 
 w/ Attachment 1:  Supplemental Information 
      Attachment 2:  Detailed Risk Evaluation 
 
cc w/ encl:  Electronic Distribution 

http://www.nrc.gov/reading-rm/adams.html
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SUMMARY 
 

IR 05000313/2016001; 0500368/2015001; 01/01/2016 – 03/31/2016; Arkansas Nuclear One, 
Units 1 and 2, Inspection Report, Maintenance Risk Assessments and Emergent Work Control, 
Operability Determinations and Functionality Assessments, Post-Maintenance Testing, and 
Problem Identification and Resolution.  
 
The inspection activities described in this report were performed between January 1 and 
March 31, 2016, by the resident inspectors at Arkansas Nuclear One and inspectors from the 
NRC’s Region IV office.  Five findings of very low safety significance (Green) are documented in 
this report.  All of these findings involved violations of NRC requirements.  Additionally, NRC 
inspectors documented one licensee-identified violation of very low safety significance.  The 
significance of inspection findings is indicated by their color (Green, White, Yellow, or Red), 
which is determined using Inspection Manual Chapter 0609, “Significance Determination 
Process.”  Their cross-cutting aspects are determined using Inspection Manual Chapter 0310, 
“Aspects within the Cross-Cutting Areas.”  Violations of NRC requirements are dispositioned in 
accordance with the NRC Enforcement Policy. The NRC’s program for overseeing the safe 
operation of commercial nuclear power reactors is described in NUREG-1649, “Reactor 
Oversight Process.” 
 
 
Cornerstone:  Initiating Events 

 
• Green.  The inspectors identified a Green finding and an associated non-cited violation of 

10 CFR 50.65(a)(4), “Requirements for Monitoring the Effectiveness of Maintenance at 
Nuclear Power Plants,” for the failure to assess and manage the increase in risk due to 
performing hot work near risk-significant Unit 1 non-vital switchgear.  Specifically, the 
licensee failed to identify the work as having “low integrated risk,” and implement required 
risk management actions to protect available fire pumps and brief the fire brigade.  As 
immediate corrective actions, the licensee stopped the hot work until they completed a risk 
assessment and risk management actions.  This finding was entered into the licensee’s 
corrective action program as Condition Report CR-ANO-1-2016-00348.   

 
The failure to assess and manage the increase in risk of performing hot work near 
risk-significant Unit 1 non-vital switchgear is a performance deficiency.  The finding is more 
than minor because it adversely affected the protection against external factors (i.e., fires) 
attribute of the initiating event cornerstone to limit the likelihood of events that upset plant 
stability and challenge critical safety functions during shutdown as well as power operations.   
Specifically, the licensee failed to assess the potential for hot work to cause a fire, and 
manage the risk to critical safety functions.  Because the finding affects the assessment of 
risk associated with performing maintenance activities, NRC Manual Chapter 0609, 
Attachment 4, “Initial Characterization of Findings,” directs significance determination using 
NRC Manual Chapter 0609, Appendix K, “Maintenance Risk Assessment and Risk 
Management Significance Determination Process.”  A regional senior reactor analyst used 
Manual Chapter 0609, Appendix K, Flowchart 2, “Assessment of Risk Management 
Actions,” dated May 19, 2005, to assess the significance of the finding. The licensee site 
probabilistic risk assessment engineer provided information which estimated the incremental 
core damage probability deficit of 3.3E-10.  The analyst confirmed similar results using the 
NRC probabilistic risk assessment model.  The incremental large early release probability 
deficit was conservatively estimated to be equal to the incremental core damage probability 
deficit.  Since this issue dealt only with the failure to take risk management actions, 
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Flowchart 2, “Assessment of Risk Management Actions,” of Appendix K was used.  In 
accordance with Flowchart 2, because the incremental core damage probability deficit was 
less than 1E-10 and the incremental large early release probability deficit was less than 1E-
7, the finding screened as having very low safety significance (Green).  The inspectors 
determined this finding has a problem identification and resolution cross-cutting aspect in 
the area of Teamwork, because the most significant contributor involved the failure to 
communicate and coordinate activities across organizational boundaries to ensure nuclear 
safety is maintained.  Specifically, work groups did not inform operations work control 
personnel that hot work was part of the intended work. (Section 1R13) [H.4] 

  
• Green.  The inspectors reviewed a self-revealing Green finding for the failure to fully 

understand a malfunction which resulted in putting susceptible cards back into the Unit 1 
integrated control system.  In 2014, a failure caused a feedwater transient, which operators 
successfully mitigated.  Troubleshooting identified and repaired some of cards susceptible to 
the intermittent problem.  The licensee reinstalled cards that had not been repaired in the 
integrated control system, which later caused a feedwater transient and subsequent manual 
reactor trip on December 15, 2015.  The licensee documented the issue in Condition Report 
CR-ANO-1-2015-04178 and replaced the cards.   

 
The failure to fully understand a malfunction, which resulted in putting susceptible cards 
back into the Unit 1 integrated control system, is a performance deficiency.  The finding is 
more than minor because it adversely affected the equipment performance attribute of the 
initiating event cornerstone to limit the likelihood of events that upset plant stability and 
challenge critical safety functions during shutdown as well as power operations.   
Specifically, the licensee placed the suspect cards back into the integrated control system, 
which caused a feedwater transient and contributed to a subsequent manual reactor trip.  
Using NRC Manual Chapter 0609, Appendix A, “The Significance Determination Process 
(SDP) for Findings At-Power,” dated June 19, 2012, Exhibit 1, “Initiating Events Screening 
Questions,” the finding screened as having very low safety significance (Green) because the 
deficiency resulted in a reactor trip, but mitigation equipment remained unaffected.  
Specifically, main feedwater remained available.  The inspectors determined this finding has 
a problem identification and resolution cross-cutting aspect in the area of Evaluation, 
because the primary cause of the performance deficiency involved the failure to thoroughly 
evaluate a 2014 integrated control system failure so that the resolution addressed the cause 
commensurate with safety significance. (Section 4OA2.3) [P.2] 

 
Cornerstone:  Mitigating Systems 

 
• Green.  The inspectors identified a Green finding and an associated non-cited violation of 10 

CFR 50, Appendix B, Criterion III, “Design Control,” for the failure to ensure the suitability of 
materials used in safety-related equipment.  Specifically, the licensee made a change to the 
material used in ten safety-related pump bearing coolers without considering the potential 
effects of corrosion.  As a result, a drain plug corroded and caused service water to spray, 
rendering two safety-related pumps inoperable.  This issue was entered into the corrective 
action program as Condition Report CR-ANO-2-2016-00550. 
 
The failure to consider the potential for corrosion in the design of safety-related equipment is 
a performance deficiency.  The performance deficiency is more than minor because it 
adversely affected the design control attribute of the mitigating system cornerstone objective 
to ensure the availability, reliability, and capability of systems that respond to initiating 
events to prevent undesirable consequences (i.e., core damage).  Specifically, in each of 
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the three examples, the licensee made changes to the plant where the potential effects of 
corrosion on safety-related equipment was not considered.  Using Inspection Manual 
Chapter 0609, Appendix A, “The Significance Determination Process (SDP) for Findings At-
Power,” the inspectors screened this finding as Green, because the finding did not represent 
an actual loss of safety function.  The inspectors determined that this finding did not have a 
cross-cutting aspect because the most significant contributor did not reflect current licensee 
performance. (Section 1R15) 
 

• Green.  The inspectors documented a self-revealing Green finding with an associated non-
cited violation of 10 CFR Part 50, Appendix B, Criterion XI, “Test Control,” for the failure to 
verify that the floor drains in the Unit 2 turbine-driven emergency feedwater pump room 
would pass the amount of water added to the drain during operation of the pump in order to 
prevent the pump from becoming submerged.  As a result, the licensee was unaware that 
the turbine-driven emergency feedwater pump room drain had become blocked until water 
began pooling in the room during a pump test.  Upon discovery, the licensee stopped the 
pump, declared the train inoperable, and cleared the drain.  This finding was entered into 
the licensee’s corrective action program as Condition Report CR-ANO-2-2016-0384. 
 
The failure to verify that the Unit 2 turbine-driven emergency feedwater pump room drain 
would pass the water added to the drains during operation of the turbine-driven emergency 
feedwater pump is a performance deficiency.  The finding is more than minor because it 
adversely affected the protection against external factors (i.e., flood hazard) attribute of the 
mitigating systems cornerstone to ensure the availability, reliability, and capability of 
systems that respond to initiating events to prevent undesirable consequences (i.e., core 
damage).  Specifically, the failure to detect a clogged drain affected the availability of the 
emergency feedwater system by potentially flooding the room and failing the pump.  The 
inspectors evaluated the finding using Manual Chapter 0609 Appendix A, “The Significance 
Determination Process (SDP) for Findings At-Power.”  The inspectors determined that the 
finding required a detailed risk evaluation because the finding represented an actual loss of 
function of a single train for greater than its technical specification allowed outage time.  A 
senior reactor analyst performed a detailed risk evaluation and estimated the total increase 
in core damage frequency to be 7.7E-7/year, and therefore the finding had very low safety 
significance (Green).  The inspectors determined that this finding did not have a cross-
cutting aspect because the most significant contributor, inadequate documentation of the 
pump design requirements during initial plant construction, does not reflect current licensee 
performance. (Section 1R19) 
 

• Green.  The inspectors reviewed a self-revealing Green finding and an associated non-cited 
violation for the failure to follow Procedure OP-1052.007, “Secondary Chemistry Monitoring,” 
Revision 040.  Specifically, the licensee failed to inject corrosion inhibiting chemicals into 
Unit 2 service water during refueling outages, which resulted in increased corrosion of the 
service water system.  This issue was entered into the corrective action program as 
Condition Report CR-ANO-2-2016-02879. 
 
The failure to inject corrosion inhibitors into Unit 2 service water during refueling outages 
resulted in increased corrosion of the service water system is a performance deficiency.  
The performance deficiency is more than minor because it adversely affected the human 
performance attribute of the mitigating system cornerstone objective to ensure the 
availability, reliability, and capability of systems that respond to initiating events to prevent 
undesirable consequences (i.e., core damage).  Specifically, the performance deficiency 
adversely affected the structural strength of service water system boundaries.  Using NRC 
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Inspection Manual Chapter 0609 Appendix A, “The Significance Determination Process 
(SDP) for Findings At-Power,” Dated June 19, 2012, the inspectors screened the finding as 
having very low safety significance because it is a deficiency affecting the design or 
qualification of a mitigating SSC, but the SSC maintained its operability.  The inspectors 
determined that this finding had a cross-cutting aspect in the human performance area of 
Avoid Complacency, because the licensee failed to recognize the potential consequences of 
isolating chemical injection to the service water during outages, which contributed to 
degradation. (Section 4OA2.3) [H.12] 
 

 
 
Licensee-Identified Violations 
 
A violation of very low safety significance was identified by the licensee and has been reviewed 
by the inspectors. Corrective actions taken or planned by the licensee have been entered into 
the licensee’s corrective action program.  This violation and associated corrective action 
tracking number is listed in Section 4OA7 of this report. 
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PLANT STATUS 
 
Unit 1 operated at 100 percent power for the entire inspection period. 

 
Unit 2 began the period at 100 percent power.  On February 5, 2016, operators reduced unit 
power to 80 percent power to perform maintenance on main feedwater pump B.  On February 6, 
2016, operators reduced unit power to 70 percent power due to high bearing temperatures on 
the main feedwater pump A.  On February 10, 2016, the plant returned to 100 percent power.  
On February 23, 2016, the plant shut down to perform maintenance on a leaking low pressure 
safety injection check valve.  On March 4, 2016, the plant returned to 100 percent power and 
remained at 100 percent power through the end of the inspection period. 

 
REPORT DETAILS 

 
1. REACTOR SAFETY 
 

Cornerstones:  Initiating Events, Mitigating Systems, and Barrier Integrity 
 
1R01 Adverse Weather Protection (71111.01) 
 
 Readiness for Impending Adverse Weather Conditions 
 

a. Inspection Scope 
 
On February 22, 2016, the inspectors completed an inspection of the station’s readiness 
for impending adverse weather conditions.  The inspectors reviewed plant design 
features, the licensee’s procedures to respond to tornadoes and high winds, and the 
licensee’s implementation of these procedures.  The inspectors evaluated operator 
staffing and accessibility of controls and indications for those systems required to control 
the plant. 
 
These activities constituted one sample of readiness for impending adverse weather 
conditions, as defined in Inspection Procedure 71111.01.  
 

b. Findings 

No findings were identified. 
 

1R04 Equipment Alignment (71111.04) 

.1 Partial Walkdown 

a. Inspection Scope 

The inspectors performed partial system walkdowns of the following risk-significant 
systems: 
 

• February 8, 2016, Unit 2, main feedwater pump lube oil system 
• February 26, 2016, Units 1 and 2, main, auxiliary, and startup transformers 
• March 3, 2016, Unit 2, low temperature over-pressure protection valves 
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The inspectors reviewed the licensee’s procedures and system design information to 
determine the correct lineup for the systems.  They visually verified that critical portions 
of the systems were correctly aligned for the existing plant configuration. 
 
These activities constituted three partial system walk-down samples as defined in 
Inspection Procedure 71111.04. 

 
b. Findings 

No findings were identified. 
 

.2 Complete Walkdown 

a. Inspection Scope 

On March 3, 2016, the inspectors performed a complete system walk-down inspection of 
the Unit 1 fire water system.  The inspectors reviewed the licensee’s procedures and 
system design information to determine the correct system lineup for the existing plant 
configuration.  The inspectors also reviewed outstanding work orders, open condition 
reports, in-process design changes, temporary modifications, and other open items 
tracked by the licensee’s operations and engineering departments.  The inspectors then 
visually verified that the system was correctly aligned for the existing plant configuration. 
 
These activities constituted one complete system walk-down sample, as defined in 
Inspection Procedure 71111.04.  

 
b. Findings 

No findings were identified. 
 
1R05 Fire Protection (71111.05) 

.1 Quarterly Inspection 

a. Inspection Scope 

The inspectors evaluated the licensee’s fire protection program for operational status 
and material condition.  The inspectors focused their inspection on four plant areas 
important to safety: 
 

• February 5, 2016, Fire Area I-1, 98-J corridor 
• February 10, 2016, Fire Area I-3, lower north electrical penetration room 
• February 11, 2016, Fire Area B-8, upper south electrical penetration room 
• March 2, 2016, Fire Area X-4, Unit 1 turbine building 197 foot elevation 

 
For each area, the inspectors evaluated the fire plan against defined hazards and 
defense-in-depth features in the licensee’s fire protection program.  The inspectors 
evaluated the control of transient combustibles and ignition sources, fire detection and 
suppression systems, manual firefighting equipment and capability, passive fire 
protection features, and compensatory measures for degraded conditions. 
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These activities constituted four quarterly inspection samples, as defined in Inspection 
Procedure 71111.05.  
 

b. Findings 

No findings were identified. 
 

1R11 Licensed Operator Requalification Program and Licensed Operator Performance 
(71111.11) 

.1 Review of Licensed Operator Requalification 

a. Inspection Scope 

The inspectors observed simulator training for licensed operators.  The inspectors 
assessed the performance of the operators and the evaluators’ critique of their 
performance.  The inspectors also assessed the modeling and performance of the 
simulator during the evaluated scenario. 
 

• March 9, 2016, Unit 2, evaluated simulator scenario performed by operating crew 
• March 22, 2016, Unit 1, simulator training for operating crew 

 
These activities constitute completion of two quarterly licensed operator requalification 
program samples, as defined in Inspection Procedure 71111.11. 
 

b. Findings 

No findings were identified. 
 
.2 Review of Licensed Operator Performance 
 

a. Inspection Scope 

The inspectors observed the performance of on-shift licensed operators in the plant’s 
Units 1 and 2 main control rooms.  At the time of the observations, the plants were in 
periods of heightened activity and risk.  The inspectors observed the operators’ 
performance of the following activities: 
 

• February 6, 2016, Unit 2, plant shutdown for forced outage  
 

• February 11, 2016, Unit 1, emergency diesel generator A remote start and 
surveillance run  

 
In addition, the inspectors assessed the operators’ adherence to plant procedures, 
including the conduct of operations procedure and other operations department policies. 
 
These activities constitute completion of two quarterly licensed operator performance 
samples, as defined in Inspection Procedure 71111.11.  
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b. Findings 

No findings were identified. 
 
1R12 Maintenance Effectiveness (71111.12) 

a. Inspection Scope 

The inspectors reviewed three instances of degraded performance or condition of safety-
related structures, systems, and components (SSCs): 
 

• March 9, 2016, Unit 2, condition of the chemical volume control system 
• March 15, 2016, Units 1 and 2, condition of the alternate AC diesel generator 

system 
• March 19, 2016, Unit 1, condition of the auxiliary, main and start up transformers 

 
The inspectors reviewed the extent of condition of possible common cause SSC failures 
and evaluated the adequacy of the licensee’s corrective actions.  The inspectors 
reviewed the licensee’s work practices to evaluate whether these may have played a 
role in the degradation of the SSCs.  The inspectors assessed the licensee’s 
characterization of the degradation in accordance with 10 CFR 50.65 (the Maintenance 
Rule), and verified that the licensee was appropriately tracking degraded performance 
and conditions in accordance with the Maintenance Rule. 
 
These activities constituted completion of three maintenance effectiveness samples, as 
defined in Inspection Procedure 71111.12. 

 
b. Findings 

No findings were identified. 
 
1R13 Maintenance Risk Assessments and Emergent Work Control (71111.13) 

a. Inspection Scope 

The inspectors reviewed six risk assessments performed by the licensee prior to 
changes in plant configuration and the risk management actions taken by the licensee in 
response to elevated risk: 
 

• January 6, 2016, Unit 2, remote start capability of alternate AC diesel unavailable 
due to maintenance 
 

• January 7, 2016, Unit 1 and Unit 2, heavy work in switchyard 
 

• February 5, 2016, Unit 1, emergency diesel generator maintenance during 
turbine building hot work 
 

• February 18, 2016, Unit 2, low pressure in safety injection tank D  
 

• February 24, 2016, Unit 2, forced outage risk assessment 
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• March 18, 2016, Units 1 and 2, dry fuel cask heavy lift 
 

The inspectors verified that these risk assessments were performed timely and in 
accordance with the requirements of 10 CFR 50.65 (the Maintenance Rule) and plant 
procedures.  The inspectors reviewed the accuracy and completeness of the licensee’s 
risk assessments and verified that the licensee implemented appropriate risk 
management actions based on the results of the assessments. 

 
The inspectors also observed portions of one emergent work activity that had the 
potential to both cause an initiating event and to affect the functional capability of 
mitigating systems: 
 

• February 8, 2015, Unit 2, main feed water pump reduced oil pressure caused by 
clogged filters and subsequent operator response  

 
The inspectors verified that the licensee appropriately developed and followed a work 
plan for this activity.  The inspectors verified that the licensee took precautions to 
minimize the impact of the work activity on unaffected SSCs. 
 
These activities constitute completion of seven maintenance risk assessments and 
emergent work control inspection samples, as defined in Inspection Procedure 71111.13. 
 

b. Findings 

Introduction.  The inspectors identified a Green finding and an associated non-cited 
violation of 10 CFR 50.65(a)(4), “Requirements for Monitoring the Effectiveness of 
Maintenance at Nuclear Power Plants,” for the failure to assess and manage the 
increase in risk caused by hot work near the Unit 1 risk-significant non-vital switchgear.  
  
Description.  On January 27, 2016, the inspectors observed licensee personnel 
performing hot work on a handrail near Unit 1 non-vital switchgear A-2, a risk-significant 
power supply.  By questioning operators and reviewing the approved work schedule, the 
inspectors determined that the licensee had not assessed and managed the increased 
risk of the hot work.  The licensee immediately stopped the hot work until they could 
appropriately assess and manage the work. 
 
From a fire protection perspective, the licensee controlled the hot work with fire retardant 
barriers and a continuous fire watch.  Nonetheless, the hot work still represented an 
increased risk of fire to the nearby switchgear.  Unit 1 Standing Order, “Compensatory 
Measures for Changing License Basis for Fires,” dated February 17, 2014, stated, in 
part, that if hot work was required near the A-2 switchgear, the licensee was to protect 
available fire pumps, conduct an operations and fire brigade briefing, and elevate the 
integrated risk score to “low” so that appropriate mitigation actions would be added to 
the planning process.  
 
The inspectors determined that the personnel performing the hot work failed to 
communicate and coordinate with operations to ensure that the correct planning and 
mitigation actions occurred. 

 
Analysis.  The failure to assess and manage the increase in risk caused by hot work 
near the Unit 1 non-vital switchgear is a performance deficiency.  The finding is more 
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than minor because it adversely affected the protection against external factors attribute 
of the initiating event cornerstone to limit the likelihood of events that upset plant stability 
and challenge critical safety functions during shutdown as well as power operations.   
Specifically, the licensee failed to assess the potential for hot work to cause a fire, and 
manage the risk to critical safety functions.  Because the finding affects the licensee’s 
assessment of risk associated with performing maintenance activities, NRC Manual 
Chapter 0609, Attachment 4, “Initial Characterization of Findings,” directs using NRC 
Manual Chapter 0609, Appendix K.  A regional senior reactor analyst used Manual 
Chapter 0609, Appendix K, “Maintenance Risk Assessment and Risk Management 
Significance Determination Process,” Flowchart 2, “Assessment of Risk Management 
Actions,” dated May 19, 2005, to assess the significance of the finding.  The licensee  
probabilistic risk assessment engineer provided information which estimated the 
incremental core damage probability deficit of 3.3E-10.  The analyst confirmed similar 
results using the NRC probabilistic risk assessment model.  The incremental large early 
release probability deficit was conservatively estimated to be equal to the incremental 
core damage probability deficit.  Since this issue dealt only with the failure to take risk 
management actions, Flowchart 2, “Assessment of Risk Management Actions,” of 
Appendix K was used.  In accordance with Flowchart 2, because the incremental core 
damage probability deficit was less than 1E-6 and the incremental large early release 
probability deficit was less than 1E-7, the finding screened as having very low safety 
significance (Green).  The inspectors determined this finding has a cross-cutting aspect 
in the area of H.4, Teamwork, because the most significant contributor involved the 
failure to communicate and coordinate activities across organizational boundaries to 
ensure nuclear safety is maintained. 
 
Enforcement.  Title 10 CFR 50.65(a)(4), states, in part, that before performing 
maintenance activities (including but not limited to surveillance, post-maintenance 
testing, and corrective and preventive maintenance), the licensee shall assess and 
manage the increase in risk that may result from the proposed maintenance activities.  
Contrary to the above, before performing maintenance activities on January 27, 2016, 
the licensee failed to assess and manage the increase in risk associated with performing 
hot work near risk-significant Unit 1 nonvital switchgear.  For immediate corrective 
actions, the licensee stopped the hot work until they completed a risk assessment and 
risk management actions.  This finding was entered into the licensee’s corrective action 
program as Condition Report CR-ANO-1-2016-00348.  Because the finding was of very 
low safety significance and has been entered into the corrective action program, this 
violation is being treated as a non-cited violation consistent with Section 2.3.2.a of the 
NRC Enforcement Policy: NCV 05000313/2016001-01 “Failure to Assess and Manage 
Hot Work Risk.” 
 
1R15 Operability Determinations and Functionality Assessments (71111.15)a. 

                 a.  Inspection Scope 
 

                      The inspectors reviewed five operability determinations that the licensee  
                      performed for degraded or nonconforming SSCs: 

 
• January 12, 2016, Unit 2, containment operability determination for  
        isolation actuation system spurious relay actuation 
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• January 15, 2016, Units 1 and 2, operability determination for corrosion in      
       emergency diesel generator exhaust piping internal to diesel generator  
       rooms 
 
• January 21, 2016, Unit 1, operability determination for B safety injection  
        tank in-leakage 
 
• February 2, 2016, Units 1 and 2, functionality assessment for alternate      
       AC diesel starting air compressor not able to maintain design pressure 
 
• February 19, 2016, Unit 2, operability assessment for low pressure  
       coolant injection pump seal cooler plug failure and repair 
 

The inspectors reviewed the timeliness and technical adequacy of the licensee’s 
evaluations.  Where the licensee determined the degraded SSC to be operable, the 
inspectors verified that the licensee’s compensatory measures were appropriate to 
provide reasonable assurance of operability.  The inspectors verified that the licensee 
had considered the effect of other degraded conditions on the operability of the 
degraded SSC. 
 
These activities constitute completion of five operability review samples, as defined in 
Inspection Procedure 71111.15.  
 

b. Findings 

Introduction.  The inspectors identified a Green finding and an associated non-cited 
violation of 10 CFR 50, Appendix B, Criterion III, “Design Control,” for the failure to 
ensure the suitability of materials used in safety-related equipment.  Specifically, the 
licensee made a change to the material used in ten safety-related pump bearing coolers 
without considering the potential effects of corrosion.    

Description.  The inspectors identified three examples of inadequate design control in 
safety-related equipment for Unit 2.   

On February 11, 2016, during a planned low pressure safety injection pump surveillance, 
operators observed minor leakage (approximately one drop per minute) from the drain 
plug on the low pressure safety injection pump seal cooler.  The operators reported the 
leakage to control room personnel.  The control room supervisor instructed the operators 
to verify the tightness of the drain plug.  The operators used a wrench to check the 
tightness of the drain plug.  The drain plug turned 1/8 of a full revolution and then ejected 
from the seal cooler causing service water to spray into the room and wet the 
containment spray pump and motor and one motor operated valve.  The operators 
isolated service water supply to the seal cooler locally, stopping the leakage.  During the 
event, the room flooded to approximately one inch depth.  This level of water did not 
adversely affect other safety-related plant equipment located in the room.  

The licensee declared the low pressure safety injection pump, the low pressure safety 
injection pump seal cooler, and the containment spray pump inoperable.  The licensee 
inspected the drain plug and seal cooler and determined that the threads on the drain 
plug had severely corroded.  The licensee performed a cause evaluation and an extent-
of-condition review and determined that in 1992, ten safety-related pump seal coolers, 
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including the low pressure safety injection pump seal cooler, had been upgraded from 
carbon steel to stainless steel shells without changing the shell vent and drain plugs to 
stainless steel as well. 

The inspectors reviewed the modification package and identified that the licensee failed 
to address the potential for galvanic corrosion between the shell and the vent and drain 
plugs due to having the dissimilar metals in a raw water environment.  In addition, since 
the modifications in 1992, the inspectors noted that the licensee had documented severe 
corrosion of seal cooler plugs in several condition reports and work orders, but had failed 
to identify and correct this adverse trend prior to the drain plug failure.  The licensee 
documented these deficiencies in CR-ANO-2-2016-00550.   

The licensee replaced the low pressure safety injection pump seal cooler drain plug and 
performed inspections and testing of the containment building spray pump and motor 
prior to returning the systems to service.  The licensee replaced the plugs on six of the 
ten safety-related seal coolers with new carbon steel plugs, and planned to complete the 
other four replacements by May 18, 2016.  The remaining drain plugs were visually 
inspected and were not showing signs of leakage nor had they been in service as long 
as the plug that failed.  The licensee planned to perform design changes to replace all of 
the plugs in the seal coolers with stainless steel plugs during future system outages.  

Procedure EN-DC-141, “Design Inputs,” required licensee engineers to consider 
corrosion resistance and galvanic corrosion in design considerations.  Contrary to this 
requirement, design engineering failed to consider corrosion resistance or galvanic 
corrosion of the carbon steel plugs installed in the stainless steel coolers. 

During this inspection period, the inspectors also identified two other examples where 
the station failed to ensure the suitability of materials in the design of safety-related 
equipment.  The two examples, which were determined to be minor, included carbon 
steel anchor bolts on the Unit 2 stainless steel containment recirculation sump screens 
and a copper pipe cap on the Unit 2 containment emergency escape air lock.   

Analysis.  The failure to ensure the suitability of materials in the design of safety-related 
equipment is a performance deficiency.  The performance deficiency is more than minor 
because it adversely affected the design control attribute of the mitigating system 
cornerstone objective to ensure the availability, reliability, and capability of systems that 
respond to initiating events to prevent undesirable consequences (i.e., core damage).  
Specifically, for each of the three examples described above, the licensee made 
changes to the plant where the potential effects of corrosion on safety-related equipment 
was not considered.  Using Inspection Manual Chapter 0609, Appendix A, “The 
Significance Determination Process (SDP) for Findings At-Power,” dated June 19, 2012, 
Exhibit 2, “Mitigating Systems Screening Questions,” the issue screened as having very 
low safety significance (Green) because it was a design or qualification deficiency that 
did not represent a loss of operability or functionality; did not represent an actual loss of 
safety function of the system or train; did not result in the loss of one or more trains of 
non-technical specification equipment; and did not screen as potentially risk significant 
due to seismic, flooding, or severe weather.  The inspectors determined that this finding 
did not have a cross-cutting aspect because the most significant contributor did not 
reflect current licensee performance.  

 Enforcement.  Title 10 CFR Part 50, Appendix B, Criterion III, “Design Control”, states, in 
part, that for those SSCs to which this appendix applies, measures shall be established 
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for the selection and review for suitability of application of materials, parts, equipment, 
and processes that are essential to the safety-related functions of the SSCs.  Contrary to 
the above, from December 18, 1992, until February 12, 2016, for quality-related 
components associated with the Unit 2 low pressure safety injection pump, to which 
10 CFR Part 50, Appendix B applies, the licensee failed to select and review for 
suitability of application the materials, parts, equipment, and processes that are essential 
to the safety-related function of the component.  Specifically, the licensee failed to 
consider the effects of corrosion during material selection to ensure that the safety-
related low pressure injection pump seal cooler would remain functional, resulting in the 
corrosion-related failure of the drain plug.  The licensee replaced the failed plug with a 
new carbon steel plug, and planned to either replace all of the plugs with stainless steel 
plugs, or replace prior to plugs becoming susceptible to galvanic corrosion failure.  
Because this finding is of very low safety significance and was entered into the 
corrective action program as Condition Report CR-ANO-2-2016-00550, this violation is 
being treated as a noncited violation, consistent with Section 2.3.2 of the NRC 
Enforcement Policy: NCV 05000368/2016001-02, "Failure to Follow Design Control 
Requirements for Pump Seal Cooler Replacements." 

 
1R18 Plant Modifications (71111.18) 

a. Inspection Scope 

On February 29, 2016, the inspectors reviewed a temporary modification to allow 
removal of the normally installed blind flange to implement the FLEX beyond design 
basis accident mitigation strategy for venting containment, which was performed during 
Unit 2 forced outage that affected risk-significant SSCs. 
 
The inspectors verified that the licensee had installed and removed this temporary 
modification in accordance with technically adequate design documents.  The inspectors 
verified that this modification did not adversely impact the operability or availability of 
affected SSCs.  The inspectors reviewed design documentation and plant procedures 
affected by the modification to verify the licensee maintained configuration control. 
 
This activity constitutes completion of one sample of temporary modifications, as defined 
in Inspection Procedure 71111.18.  
 

b. Findings 

No findings were identified. 
 

1R19 Post-Maintenance Testing (71111.19) 

a. Inspection Scope 

The inspectors reviewed seven post-maintenance testing activities that affected risk-
significant SSCs: 
 

• January 7, 2016, Unit 1, valve stroke following preventative maintenance on 
emergency feedwater steam supply valve 
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• February 3, 2016, Unit 2, turbine driven emergency feedwater post-maintenance 
test following emergency feedwater floor drain system blockage removal 

 
• February 10, 2016, Unit 1, emergency diesel generator A output breaker test 

following pawl roller clip replacement 
 

• March 4, 2016, Unit 2, breaker testing following service water pump B breaker 
failure 
 

• March 11, 2016, Unit 2, valve stroke following timing adjustment to main steam 
isolation valve following failed stroke time test 
 

• March 17, 2016, Unit 2, valve stroke following preventative maintenance on 
emergency feedwater steam supply valve 

• March 18, 2016, Unit 2, charging pump test following charging pump suction 
dampener seal repair 
 

The inspectors reviewed licensing- and design-basis documents for the SSCs and the 
maintenance and post-maintenance test procedures.  The inspectors observed the 
performance of the post-maintenance tests to verify that the licensee performed the tests 
in accordance with approved procedures, satisfied the established acceptance criteria, 
and restored the operability of the affected SSCs. 
 
These activities constitute completion of seven post-maintenance testing inspection 
samples, as defined in Inspection Procedure 71111.19. 

 
b. Findings 

Introduction. The inspectors documented a self-revealing Green finding and an 
associated non-cited violation of 10 CFR Part 50, Appendix B, Criterion XI, “Test 
Control,” for the failure to verify that the floor drains in the Unit 2 emergency feedwater 
pump rooms would pass the amount of water added to the drain during operation of the 
pump in order to prevent the pump from being submerged.  

Description.  The licensee is required to perform quarterly surveillance testing of the 
turbine-driven emergency feedwater pump.  The drain became blocked some time prior 
to the surveillance test performed on February 2, 2016.  Approximately 30 minutes after 
starting the system, operators discovered water pooling about 2 inches deep on the floor 
of the room.   

Upon the discovery of water building up in the room, the licensee declared the pump 
inoperable.  After review, the licensee determined that the pump would not have been 
capable of meeting its mission time, and without operator action the room would have 
flooded within four to ten hours.  An alarm alerts the control room at 2.5 inches of water 
pooling in the room.  The drain was cleared and the pump quarterly surveillance was 
re-run to verify operability of the pump.  The inspectors noted that the licensee 
unclogged the drain without examining the clog, so the source of material was not 
determined. 

 



 

 - 16 -  

The drains functioned normally during the previous pump surveillance performed on 
December 2, 2015.  By design, the turbine-driven emergency feedwater pump releases 
approximately 12 gallons of water per minute down the floor drain while the system is in 
operation.  The motor driven emergency feedwater pump room shares a common drain 
system with the turbine-driven emergency feedwater pump room.  Both emergency 
feedwater pumps are located in separate water-tight rooms to protect the pumps from 
the effects of flooding from outside the respective rooms, while the floor drains are 
designed to remove water from inside each room.  The drains are also equipped with 
backflow preventer valves that keep water from backing up from the drain line and 
flooding the rooms.  This backflow preventer worked as designed in the motor driven 
emergency feedwater room, and prevented any water from entering.  However, because 
the turbine driven emergency feedwater pump was the water source, when the drain line 
filled, the added input began filling the room.  Operators did not immediately notice 
because they normally stay outside the room, entering periodically to monitor conditions. 

The source of water that was filling the blocked drains was bearing cooling water, which 
was designed to flow out of the turbine driven feedwater pump.  The inspectors 
researched the design flow rate and the drain’s flow requirement, but were unable to find 
clear design documentation.  CR-ANO-C-2016-1852 documented the lack of clear 
design documentation. 

• Procedure 2106.006, “Emergency Feedwater System Operations,” Revision 90, 
stated that an emergency feedwater actuation signal opens the turbine bearing 
cooling water isolation valve when the pump starts.   

• Vendor Manual TDT147 006, “Instruction Manual for Terry Steam Turbine,” 
Revision 8, also stated that bearing cooling water is required.   

• Drawing M-2202 Sheet 4, “Piping & Instrument Diagram, Lube Oil, Lube Oil 
Cooling, Electric/Hydraulic Controls & Main Steam,” Revision 20, showed that the 
water from turbine bearing cooling empties into the floor drain in the emergency 
feedwater pump room.   

• Safety Analysis Report, Amendment 23, Section 10.4.9, “Emergency Feedwater 
System (EFWS),” stated, in part, that the EFWS is designed to provide means of 
supplying water to the intact steam generator(s) following a postulated main 
steam line rupture or loss of main feedwater to remove reactor decay heat and 
provide for cooldown of the reactor coolant system to within the temperature and 
pressure at which the shutdown cooling system can be placed in operation.  The 
inspectors noted that it could take over 12 hours to reach shutdown cooling 
conditions.   

• The definition of Operable/Operability in the ANO Unit 2 Technical Specifications 
states that a system, subsystem, train, component or device shall be OPERABLE 
or have OPERABILITY when it is capable of performing its specified function(s). 
Implicit in this definition shall be the assumption that all necessary attendant 
instrumentation, controls, normal and emergency electrical power sources, 
cooling or seal water, lubrication or other auxiliary equipment that are required for 
the system, subsystem, train, component or device to perform its function(s) are 
also capable of performing their related support function(s). 

Based on the design of the turbine-driven EFW pump, the inspectors concluded that to 
be considered operable, bearing cooling is required, and the floor drain system must 
remove the expected flow of bearing cooling water.  Therefore, the bearing cooling water 
flow rate is a design requirement for the floor drain system. 
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None of the references stated the design flow rate for bearing cooling, so the licensee 
measured the actual flow rate while the system was in operation and determined that it 
was 12 gpm.   

Inspectors reviewed previous condition reports involving this drain being blocked and 
discovered two reports.  Condition Report CR-ANO-2-2006-02147 was written October 
15, 2006, due to a blocked drain in the turbine-driven emergency feedwater pump room, 
while CR-ANO-2-2006-02680 was written three months later and documented the same 
issue still existed in the room during the next quarterly surveillance.  The licensee took 
no action at that time to ensure that the drains were maintained after the repeat failure. 

Analysis.  The failure to verify that the Unit 2 turbine-driven emergency feedwater pump 
room floor drains are capable of passing the amount of water added to the drains during 
system operation is a performance deficiency.  The finding is more than minor because it 
adversely affected the protection against external hazards (i.e., flooding hazards) 
attribute of the mitigating systems cornerstone to ensure the availability, reliability, and 
capability of systems that respond to initiating events to prevent undesirable 
consequences (i.e., core damage).  Specifically, the failure to conduct periodic testing 
resulted in a failure to detect the fact that the drain had clogged, rendering the turbine-
driven emergency feedwater pump inoperable.  The inspectors evaluated the finding 
using Manual Chapter 0609 Appendix A, “The Significance Determination Process 
(SDP) for Findings At-Power,” and determined that a detailed risk evaluation was 
required because the finding represented an actual loss of function for greater than the 
technical specification allowed outage time.  The loss of a function of at least a single 
train for greater than its allowed outage time is based on the assumption that since the 
length of time the drain was plugged is not known, the inspectors assumed that it was at 
least half of the time since the last successful demonstration of the pump’s operability.   

A senior reactor analyst performed a detailed risk evaluation and estimated the total 
increase in core damage frequency to be 7.7E-7/year, and therefore the finding had very 
low safety significance (Green).  See Attachment 2 for details. 

The inspectors determined that this finding did not have a cross-cutting aspect because 
the most significant contributor, the failure to maintain complete and accurate 
documentation, did not reflect current licensee performance. 

Enforcement.  Title 10 CFR Part 50, Appendix B, Criterion XI, “Test Control,” states, in 
part, that a test program shall be established to assure that all testing required to 
demonstrate that SSCs will perform satisfactorily in service is identified and performed in 
accordance with written test procedures which incorporate the requirements and 
acceptance limits contained in applicable design documents.  Contrary to the above, as 
of February 2, 2016, the licensee failed to establish a test program to assure that all 
testing required to demonstrate that SSCs will perform satisfactorily in service is 
identified and performed in accordance with written test procedures which incorporate 
the requirements and acceptance limits contained in applicable design documents.  
Specifically, the licensee failed to demonstrate that the floor drains in the Unit 2 turbine-
driven emergency feedwater pump room would perform the design requirement to drain 
bearing cooling water flow and prevent pump submergence.  The licensee planned to 
implement a method to ensure that the drains are clear and capable of performing their 
required support function to drain the room.  This finding was entered into the licensee’s 
corrective action program as Condition Report CR-ANO-2-2016-0384.  Because this 
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finding is of very low safety significance and has been entered into the licensee’s 
corrective action program, this violation is being treated as a non-cited violation 
consistent with Section 2.3.2.a of the NRC Enforcement Policy: NCV 
05000368/2016001-03, “Blocked Drain Results in Emergency Feedwater Pump 
Inoperability.” 

1R20 Refueling and Other Outage Activities (71111.20) 

a. Inspection Scope 

During the station’s forced outage between February 23 and March 3, 2016, the 
inspectors evaluated the licensee’s outage activities.  The inspectors verified that the 
licensee considered risk in developing and implementing the outage plan, appropriately 
managed personnel fatigue, and developed mitigation strategies for losses of key safety 
functions.  This verification included the following: 
 

• Monitoring of operator performance during reactor shut-down and plant cool-
down activities 

• Verification that the licensee maintained defense-in-depth during outage activities 
• Observation and review of reduced-inventory 
• Monitoring of operator performance during plant heat-up and reactor startup 

activities 
 
These activities constitute completion of one outage activities sample, as defined in 
Inspection Procedure 71111.20.  
 

b. Findings 

No findings were identified. 
 

1R22 Surveillance Testing (71111.22) 

a. Inspection Scope 
 
The inspectors observed five risk-significant surveillance tests and reviewed test results 
to verify that these tests adequately demonstrated that the SSCs were capable of 
performing their safety functions: 
 
In-service tests: 

• March 16, 2016, Unit 2, auxiliary feedwater pump in-service test 
 
Other surveillance tests: 

• January 13, 2016, Unit 1, emergency diesel generator A 24-hour endurance test 
• January 27, 2016, Unit 1, emergency diesel generator B monthly test 
• January 28, 2016, Unit 2, reactor protection system trip circuit breaker testing 
• February 22, 2016, Unit 2, inside auxiliary operator daily operating logs 

 
The inspectors verified that these tests met technical specification requirements, that the 
licensee performed the tests in accordance with their procedures, and that the results of 
the tests satisfied appropriate acceptance criteria.  The inspectors verified that the 
licensee restored the operability of the affected SSCs following testing. 
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These activities constitute completion of five surveillance testing inspection samples, as 
defined in Inspection Procedure 71111.22. 
 

b. Findings 

No findings were identified.  
 
Cornerstone:  Emergency Preparedness 

1EP6 Drill Evaluation (71114.06) 

 Training Evolution Observation 

a. Inspection Scope 

On February 18, 2016, the inspectors observed simulator-based licensed operator 
requalification training that included implementation of the licensee’s emergency plan.  
The inspectors verified that the licensee’s emergency classifications, off-site 
notifications, and protective action recommendations were appropriate and timely.  The 
inspectors verified that any emergency preparedness weaknesses were appropriately 
identified by the evaluators and entered into the corrective action program for resolution. 
 
These activities constitute completion of one training observation sample, as defined in 
Inspection Procedure 71114.06. 

 
b. Findings 

No findings were identified. 
 
4. OTHER ACTIVITIES 

Cornerstones:  Initiating Events, Mitigating Systems, Barrier Integrity, Emergency 
Preparedness, Public Radiation Safety, Occupational Radiation Safety, and 
Security 

4OA1 Performance Indicator Verification (71151) 

.1 Unplanned Scrams per 7000 Critical Hours (IE01) 

a. Inspection Scope 

The inspectors reviewed licensee event reports (LERs) for the period of January 1, 
2015, through December 31, 2015, to determine the number of scrams that occurred.  
The inspectors compared the number of scrams reported in these LERs to the number 
reported for the performance indicator.  Additionally, the inspectors sampled monthly 
operating logs to verify the number of critical hours during the period.  The inspectors 
used definitions and guidance contained in Nuclear Energy Institute Document 99-02, 
“Regulatory Assessment Performance Indicator Guideline,” Revision 7, to determine the 
accuracy of the data reported. 
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These activities constituted verification of the unplanned scrams per 7000 critical hours 
performance indicator for Units 1 and 2, as defined in Inspection Procedure 71151.  
 

b. Findings 

No findings were identified. 
 

.2 Unplanned Power Changes per 7000 Critical Hours (IE03) 

a. Inspection Scope 

The inspectors reviewed operating logs, corrective action program records, and monthly 
operating reports for the period of January 1, 2015, through December 31, 2015, to 
determine the number of unplanned power changes that occurred.  The inspectors 
compared the number of unplanned power changes documented to the number reported 
for the performance indicator.  Additionally, the inspectors sampled monthly operating 
logs to verify the number of critical hours during the period.  The inspectors used 
definitions and guidance contained in Nuclear Energy Institute Document 99-02, 
“Regulatory Assessment Performance Indicator Guideline,” Revision 7, to determine the 
accuracy of the data reported. 
 
These activities constituted verification of the unplanned power changes per 7000 critical 
hours performance indicator for Units 1 and 2, as defined in Inspection 
Procedure 71151.   
 

b. Findings 

No findings were identified. 
 
.3 Unplanned Scrams with Complications (IE04) 

a. Inspection Scope 

The inspectors reviewed the licensee’s basis for including or excluding in this 
performance indicator each scram that occurred between January 1, 2015, and 
December 31, 2015.  The inspectors used definitions and guidance contained in Nuclear 
Energy Institute Document 99-02, “Regulatory Assessment Performance Indicator 
Guideline,” Revision 7, to determine the accuracy of the data reported. 
 
These activities constituted verification of the unplanned scrams with complications 
performance indicator for Units 1 and 2, as defined in Inspection Procedure 71151. 

 
b. Findings 

No findings were identified. 
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4OA2 Problem Identification and Resolution (71152) 

.1 Routine Review 

a. Inspection Scope 

Throughout the inspection period, the inspectors performed daily reviews of items 
entered into the licensee’s corrective action program and periodically attended the 
licensee’s condition report screening meetings.  The inspectors verified that licensee 
personnel were identifying problems at an appropriate threshold and entering these 
problems into the corrective action program for resolution.  The inspectors verified that 
the licensee developed and implemented corrective actions commensurate with the 
significance of the problems identified.  The inspectors also reviewed the licensee’s 
problem identification and resolution activities during the performance of the other 
inspection activities documented in this report. 
 

b. Findings 

No findings were identified. 
 

.2 Semiannual Trend Review 

a. Inspection Scope 

The inspectors reviewed the licensee’s corrective action program, performance 
indicators, system health reports, and other documentation to identify trends that might 
indicate the existence of a more significant safety issue.  The inspectors verified that the 
licensee was taking corrective actions to address identified adverse trends. 
 
These activities constitute completion of one semiannual trend review sample, as 
defined in Inspection Procedure 71152.  
 

b. Observations and Assessments 
 
The inspectors reviewed examples of safety system unavailability in condition reports to 
determine if a causal trend existed.   
 
The inspectors identified the following examples where the licensee did not evaluate or 
take corrective actions for safety system unavailability: 
 

• Condition Report CR-ANO-2-2015-05036 reported that the licensee tagged out 
the 2P-4C service water pump, but no work was performed because the crane 
needed for the work was also unavailable, rendering the service water pump 
unnecessarily unavailable for several hours.  The licensee took no documented 
actions for the unnecessary unavailability or the organizational and programmatic 
causes. 
 

• The licensee’s internal unavailability performance indicator turned red for the 
Unit 1 emergency diesel generator in August 2015, (CR-ANO-1-2015-03337); 
November 2015, (CR-ANO-1-2015-04118); and December 2015, 
(CR-ANO-1-2016-00037).  In each case, emergent events resulted in unplanned 



 

 - 22 -  

system unavailability that drove the performance indicators to red.  The licensee 
took corrective action for the physical issues and organizational and 
programmatic causes that resulted in the unplanned unavailability, but the 
licensee took no action for the performance indicator results or the potential 
unavailability trend. 
 

• Condition Report CR-ANO-2-2015-00470 reported that the Unit 2 startup 
transformer 3 exceeded maintenance rule unavailability performance criteria due 
to planned maintenance and an unplanned failure.  The licensee had taken 
corrective action for the emergent work that caused the unplanned unavailability.  
The licensee determined that the subsequent planned maintenance was 
appropriate; the licensee had appropriately controlled transformer performance in 
accordance with 50.65(a)(2).  The inspectors concluded that the licensee had 
enough information to anticipate exceeding the unavailability performance 
criteria, and could have reviewed the plan prior to the planned maintenance to 
ensure it was appropriate to accumulate the unavailability. 
 

In contrast, the inspectors noted some examples where the licensee did evaluate and 
take corrective actions for safety system unavailability:  

 
• Condition Report CR-ANO-2-2015-00398 reported that the Unit 2 service water 

pump B approached 75 percent of the Maintenance Rule unavailability 
performance criteria due to motor operated disconnect maintenance issues.  The 
licensee took corrective action for the maintenance issues, and evaluated the 
trend to ensure the corrective action timing appropriately accounted for pump 
unavailability.  

 
• Condition Reports CR-ANO-C-2015-00817 and CR-ANO-C-2016-00703 

documented unnecessary safety equipment unavailability due to switchyard work 
coordination issues.  The licensee addressed planning, scheduling, and risk 
management issues associated with switchyard work in an apparent cause 
evaluation in Condition Report CR-ANO-C-2016-00703, partially to address the 
unnecessary unavailability.   
 

• After the licensee unsuccessfully attempted to change a Unit 2 service water 
pump motor, the licensee addressed the increased unavailability in an apparent 
cause evaluation in Condition Report CR-ANO-2-2016-00035.  The licensee 
addressed the organizational and programmatic issues that led to the increased 
unavailability. 

 
The maintenance department has taken actions to strengthen work readiness, which has 
led to unnecessary safety equipment unavailability, as documented in Condition Report 
CR-ANO-C-2015-4765.  The inspectors determined that the licensee has demonstrated 
mixed sensitivity to safety system unavailability, although no specific performance 
deficiency or trend was identified.  The licensee documented the inspectors observations 
in Condition Report CR-ANO-C-2016-01889. 
 

c. Findings 
 
No findings were identified. 
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.3 Annual Follow-up of Selected Issues 

a. Inspection Scope 

The inspectors selected three issues for an in-depth follow-up: 
 

• On September 21, 2015, during the Unit 2 refueling outage, shutdown cooling 
heat exchanger 2E-35B developed a shell leak of service water; the licensee 
declared the heat exchanger inoperable, which resulted in a significant delay in 
the refueling outage schedule while a repair could be developed and 
implemented.  The licensee performed a root cause evaluation that identified the 
cause of the leak to be corrosion due, in part, to long-term exposure to untreated 
water in the service water system. 
 

• On March 29, 2016, the inspectors reviewed the licensee’s causal evaluation 
related to the December 15, 2015, Unit 1 reactor trip.  Specifically, the inspectors 
reviewed the licensee’s causal evaluation related to the Unit 1 integrated control 
system contribution to the main feedwater upset that led to the reactor trip.  
 

• On March 14, 2016, the inspectors reviewed the licensee’s causal evaluation for 
the October 20, 2015, and December 7, 2015, breaker failures for Unit 2 
containment spray pump A.  The licensee performed maintenance prior to the 
October failure to adjust the operating mechanism.  The December failure was 
related to a defective part from the vendor.  The licensee performed an apparent 
cause for the breaker failures. 
 
The inspectors assessed the licensee’s problem identification threshold, cause 
analyses, and extent of condition reviews for each of these issues.  The 
inspectors verified that the licensee appropriately prioritized the planned and 
taken corrective actions and that these actions were adequate to correct the 
condition. 

 
These activities constitute completion of three annual follow-up samples as defined in 
Inspection Procedure 71152. 

 
b. Findings 

.1 Failure to Inject Service Water with Corrosion Inhibitors during Refueling Outages 
 

Introduction.  The inspectors reviewed a self-revealing Green non-cited violation for the 
failure to follow Procedure OP-1052.007, “Secondary Chemistry Monitoring,” Revision 
040.  Specifically, the licensee failed to inject corrosion inhibiting chemicals into Unit 2 
service water during refueling outages, which resulted in increased corrosion of the 
service water system.  
 
Description.  On September 20, 2015, the licensee discovered a through-wall leak of 
service water from the shell side of Unit 2 shutdown cooling heat exchanger B.  The 
licensee initiated Condition Report CR-ANO-2-2015-02879 and initiated an evaluation 
and repairs of both shutdown cooling heat exchanger shells, which had corroded below 
code allowable wall thickness in several local areas.  The licensee restored the heat 
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exchangers to an operable status and planned to replace them during the next refueling 
outage, in Spring, 2017. 
 
The licensee performed a root cause evaluation and determined that the increased 
corrosion rate in the heat exchanger shells was partially caused by inadequate control of 
service water chemistry.  The licensee operated the service water system without 
chemical corrosion control until approximately 1990.  Since that time, chemicals have 
been injected to prevent corrosion during power operations.  However, the licensee  
removed the chemistry injection system from service for the duration of refueling 
outages due to system tagouts since installation in approximately 1990.  As a result of 
the root cause evaluation, the licensee initiated corrective actions to optimize chemical 
treatment and biocide treatment of the shutdown cooling heat exchangers during 
refueling outages. 
 
The inspectors noted that the licensee had failed to follow Procedure OP-1052.007, 
“Secondary Chemistry Monitoring,” Revision 040.  Attachment 6, “Frequency and 
Guidelines for Units 1 and 2 Oxidant Analyses,” requires that if oxidizing biocide system 
is out-of-service for greater than seven days, then raise monitoring of bioboxes, take 
action to restore system to service, and perform non-oxidizing biocide treatment of 
service water systems until system is returned to service.  The licensee failed to take the 
required actions when the oxidizing biocide system was out-of-service for greater than 
seven days.  The failure to inject corrosion inhibiting chemicals led to an increased 
corrosion rate.  The inspectors concluded that the increased corrosion adversely 
affected the structural strength of service water boundaries, such as pipes and the 
shutdown cooling heat exchanger shells.   
 
Analysis.  The failure to inject corrosion inhibitors into Unit 2 service water during 
refueling outages resulted in increased corrosion of the service water system, which is a 
performance deficiency.  The performance deficiency is more than minor because it 
adversely affected the human performance attribute of the mitigating system cornerstone 
objective to ensure the availability, reliability, and capability of systems that respond to 
initiating events to prevent undesirable consequences (i.e., core damage).  Specifically, 
the performance deficiency adversely affected the structural strength of service water 
system boundaries.  Using NRC Inspection Manual Chapter 0609 Appendix A, “The 
Significance Determination Process (SDP) for Findings At-Power,” dated June 19, 2012, 
the inspectors screened the finding as having very low safety significance because it is a 
deficiency affecting the design or qualification of a mitigating SSC, but the SSC 
maintained its operability.  The inspectors determined that this finding had a cross-
cutting aspect in the human performance area of Avoid Complacency, H.12, because 
the licensee failed to recognize the inherent risk of isolating service water chemistry 
during the entirety of outages, which led to degradation. 
 
Enforcement.  Technical Specification 6.4.1.a requires, in part, that procedures shall be 
established, implemented, and maintained covering the applicable procedures 
recommended in Regulatory Guide 1.33, Revision 2, Appendix A, February 1978.  
Section 10, “Chemical and Radiochemical Control Procedures,” of Appendix A to 
Regulatory Guide 1.33, Revision 2, requires, in part, that chemical control procedures be 
written to prescribe the frequency of sampling and analyses, the instructions maintaining 
water quality within prescribed limits, and the limitations on concentrations of agents that 
may cause corrosive attack.  Procedure OP-1052.007, “Secondary Chemistry 
Monitoring,” Revision 040, Attachment 6, “Frequency and Guidelines for Units 1 and 2 
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Oxidant Analyses,” states, in part, that if oxidizing biocide system is out-of-service for 
greater than seven days, then raise monitoring of bioboxes, take action to restore 
system to service, and perform non-oxidizing biocide treatment of service water systems 
until system is returned to service.  Contrary to the above, between September 20, 2015, 
and November 15, 2015, when the oxidizing biocide system was out-of-service for 
greater than seven days, the licensee did not raise monitoring of bioboxes, take action to 
restore the system to service, and perform non-oxidizing biocide treatment of service 
water systems until the system was returned to service.  To correct the issue, the 
licensee is evaluating methods to continue service water chemical injection during 
outages.  Because this finding is of very low safety significance and was entered into the 
corrective action program as CR-ANO-2-2016-02879, this violation is being treated as a 
noncited violation, consistent with Section 2.3.2 of the NRC Enforcement Policy: 
NCV 05000368/2016001-04, "Failure to Inject Service Water with Corrosion Inhibitors 
during Refueling Outages." 

 
.2 Failure to Identify and Repair Intermittent Card Failure Leads to a Reactor Trip 

 
Introduction.  The inspectors reviewed a self-revealing Green finding for the failure to 
fully understand a malfunction, which resulted in putting susceptible cards back into the 
Unit 1 integrated control system.  In 2014, a failure caused a feedwater transient, which 
operators successfully mitigated.  Troubleshooting identified and repaired some of cards 
susceptible to  the intermittent problem.  The licensee reinstalled cards that had not 
been repaired in the integrated control system, which later caused a feedwater transient 
and subsequent manual reactor trip on December 15, 2015.   
  
Description.  During a planned Unit 1 power reduction on December 15, 2015, the 
integrated control system failed to reposition the low load control valve.  Main feedwater 
flow began to oscillate and operators manually tripped the reactor when they were 
unable to control flow.  After the reactor trip, main feedwater successfully fed the steam 
generators through the startup valves to remove core decay heat.  The licensee 
documented the reactor trip in Condition Report CR-ANO-1-2015-04178. 
 
Through a failure modes analysis and root cause evaluation, the licensee determined 
that relays on three integrated control system cards had failed to actuate as expected.  
Testing indicated that normally-open contacts had become oxidized, and when closed, 
would not pass enough current to actuate the low load control valve until the oxide layer 
was reduced after some period of time.   
 
The licensee determined that the same equipment failure had occurred in 2014, as 
documented in Condition Report CR-ANO-1-2014-00759, but operators had successfully 
mitigated the transient.  The licensee had identified three suspect cards through 
troubleshooting in 2014 and had replaced limited subcomponents on the card, but due to 
the intermittent failure mode of other contacts on the cards, the cards subsequently 
bench tested satisfactorily and the licensee chose to place the cards in the warehouse 
for reuse.  Technicians reinstalled those same cards into the system during the Unit 1 
Spring 2015 refueling outage, and the cards failed again. 
 
Procedure EN-MP-115, “Material Issues and Returns,” Revision 5, Attachment 9.4, 
“Parts Repair Process,” states, in part, that if a part is not repaired successfully, then the 
part should be specified as unrepairable and scrapped.  The licensee determined that 
the technicians and engineers failed to recognize the intermittent failure mode of the 
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cards in 2014, in part because the cards passed a bench test after they had replaced 
some subcomponents on the cards, but did not addressed all of the potential intermittent 
failure modes of the subcomponents on the cards.  As a result of the inadequate 
evaluation in the 2014 condition report, the personnel returned the cards to the 
warehouse without scrapping or fully repairing the cards. 
 
The inspectors noted that while the integrated control system was risk-significant 
because it can cause plant transients, it had no safety-related function. 

 
Analysis.   The failure to fully understand a malfunction, which resulted in putting 
susceptible cards back into the Unit 1 integrated control system, is a 
performance deficiency.  The finding is more than minor because it adversely affected 
the equipment performance attribute of the initiating event cornerstone to limit the 
likelihood of events that upset plant stability and challenge critical safety functions during 
shutdown as well as power operations.   Specifically, the licensee placed the suspect 
cards back into the integrated control system, which caused a feedwater flow transient 
and contributed to the subsequent manual reactor trip.  Using NRC Manual Chapter 
0609, Appendix A, “The Significance Determination Process (SDP) for Findings At-
Power,” dated June 19, 2012, Exhibit 1, “Initiating Events Screening Questions,” the 
finding screened as having very low safety significance (Green) because the deficiency 
resulted in a reactor trip, but mitigation equipment remained unaffected.  Specifically, 
main feedwater remained available.  The inspectors determined this finding has a 
problem identification and resolution cross-cutting aspect in the area of Evaluation, 
because the primary cause of the performance deficiency involved the failure to 
thoroughly evaluate a 2014 integrated control system failure so that the resolution 
addressed the cause commensurate with safety significance. 
 
Enforcement.  This finding did not involve enforcement action because no regulatory 
requirements were violated.  Although the licensee failed to follow procedure EN-MP-
115, the inspectors determine that this was a self-imposed standard and did not 
constitute a regulatory requirement.  The licensee documented the issue in Condition 
Report CR-ANO-1-2015-04178.  The failed integrated control system cards were 
replaced and scrapped.  FIN 05000313/2016001-05 “Failure to Identify and Repair 
Intermittent Card Failure Leads to a Reactor Trip.” 

 
4OA3 Follow-up of Events and Notices of Enforcement Discretion (71153) 

.1 (Closed) LER 05000313/2015-001 Manual Reactor Trip Due to Oscillations in the 
Feedwater System 

 
On December 15, 2015, Unit 1 manually scrammed during a planned power reduction.  
The integrated control system failed to operate the low load control valve.  Main 
feedwater flow began to oscillate and operators manually tripped the reactor.  After the 
reactor trip, main feedwater successfully fed the steam generators. 
 
This licensee event report is closed. 
 

See Section 4OA2.3 of this inspection report for enforcement related to this event.   
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.2 (Closed) LER 05000313/2014-002 Special Report – Significant Change in Peak 
Cladding Temperature 

 
On November 25, 2014, AREVA, Inc., notified the licensee of a deficiency in the Unit 1 
emergency core cooling system evaluation model, which could underestimate the 
reactor fuel peak cladding temperature during a large break loss of coolant accident.  In 
response, the licensee submitted Licensee Event Report 05000313/2014-002 on 
December 22, 2014 (ML14357A098).  The licensee implemented compensatory 
measures on October 20, 2014, to reduce the fuel’s linear heat rate by 2 kilowatts per 
foot, which ensured that the calculated peak clad temperature would remain within limits 
under all conditions.  AREVA, Inc. began reanalyzing the Unit 1 large break loss of 
coolant model. 
 
On August 21, 2015, the NRC transmitted a closure evaluation for the licensee’s report 
(ML15232A090).  As the letter states, the licensee satisfied reporting requirements, has 
taken compensatory action, and submitted a schedule to perform reanalysis and submit 
the changes to the NRC. 
 
The issue was entered into the corrective action program as Condition Report 
CR-ANO-1-2014-01696.  This licensee event report is closed. 
 

These activities constitute completion of two event follow-up samples, as defined in 
Inspection Procedure 71153. 

4OA5 Other Activities 

 Quarterly Performance Assessment 
  

In the NRC’s 2014 annual assessment letter (ML15063A499), dated March 4, 2015, the 
NRC documented that the performance of Arkansas Nuclear One, Units 1 and 2, was 
within the Multiple/Repetitive Degraded Cornerstone Column (Column 4) of the NRC’s 
Reactor Oversight Process Action Matrix.  
 
In accordance with NRC Inspection Manual Chapter 0305, “Operating Reactor 
Assessment Program,” Issued December 23, 2015, a quarterly review of performance is 
required for a plant whose performance is in Column 4 of the Action Matrix.  
 
On March 31, 2016, NRC management reviewed inspection and performance indicator 
results for Units 1 and 2. The NRC determined that continued plant operation was 
acceptable in the Multiple/Repetitive Degraded Cornerstone of the Reactor Oversight 
Process Action Matrix.  In addition, no additional regulatory actions beyond those 
described in the annual assessment letter were identified. 

4OA6 Meetings, Including Exit 

Public Meeting Summary 
 
On April 6, 2016, the inspectors and regional personnel held a public meeting with the 
licensee to discuss the results of the 95003 inspection and 2015 annual assessment 
meeting.  
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Exit Meeting Summary 

On April 13, 2016, the resident inspectors presented the inspection results to Terry 
Evans, General Manager Plant Operations, and other members of the licensee staff.  
The licensee acknowledged the issues presented.  The licensee confirmed that any 
proprietary information reviewed by the inspectors had been returned. 
 

4OA7 Licensee-Identified Violations 

The following violation of very low safety significance (Green) was identified by the 
licensee and is a violation of NRC requirements which meets the criteria of the NRC 
Enforcement Policy for being dispositioned as a non-cited violation. 
 
Title 10 CFR 50.65(a)(4), states in part, that before performing maintenance activities 
(including but not limited to surveillance, post-maintenance testing, and corrective and 
preventive maintenance), the licensee shall assess and manage the increase in risk that 
may result from the proposed maintenance activities.  Contrary to the above, before 
performing maintenance activities on February 24, 2016, the licensee failed to assess 
and manage the increase in risk that resulted from maintenance activities in the 
switchyard.  Specifically, the licensee performed maintenance on the supervisory control 
circuits associated with the startup transformer breakers during the Unit 2 forced outage.  
This work had already begun when Entergy executives on a fleet call questioned the 
impact of maintenance on the breakers that supply power to safety-related buses while 
Unit 2 is shutdown.  Further review indicated that the impact was more extensive than 
previously thought.  For immediate corrective actions, control room operators contacted 
the switchyard coordinator and rescheduled the supervisory control circuit work.   

Because the finding affects the licensee’s assessment of risk associated with performing 
maintenance activities, NRC Manual Chapter 0609, Attachment 4, “Initial 
Characterization of Findings,” dated June 19, 2012 directs significance determination 
using NRC Manual Chapter 0609, Appendix K, “Maintenance Risk Assessment and Risk 
Management Significance Determination Process,” dated May 19, 2005.  The finding 
was determined to be Green because the incremental core damage probability deficit 
was less than 1E-6 and the incremental large early release frequency probability deficit 
was less than 1E-7.  A senior reactor analyst estimated incremental core damage 
probability deficit to be 1.9E-8 for Unit 1 and 1.2E-8 for Unit 2 using the Standardized 
Plant Analysis Risk models for Unit 1 (Revision 8.19) and Unit 2 (Revision 8.26) run on 
SAPHIRE, Version 8.1.2. 

The licensee entered the issue into the corrective action program as Condition Report 
CR-ANO-C-2016-00908.  Licensee-identified violations are not assigned cross-cutting 
aspects. 

 



 

 A-1 Attachment 1 

SUPPLEMENTAL INFORMATION 
 

KEY POINTS OF CONTACT  
 
Licensee Personnel    
 
D. Barborek, Engineer  
R. Barnes, Director, Regulatory Affair & Performance Indicators 
L. Blocker, Nuclear Oversight Manager 
J. Browning, Site Vice President 
P. Butler, Design and Program Engineering Manager 
B. Daiber, Recovery Manager 
B. Davis, Engineering Director 
T. Evans, General Manager of Plant Operations 
D. James, Director, Regulatory Affairs & Recovery 
D. Marvel, Radiation Protection Manager 
N. Mosher, Licensing Specialist 
D. Pehrson, Unit 1 Assistant Operations Manager 
S. Pyle, Regulatory Assurance Manager 
B. Short, Senior Licensing Specialist 
J. Toben, Senior Manager, Project Management Regulatory and Performance Improvement 
 
NRC Personnel 
 
R. Deese, Senior Reactor Analyst 
 
 

 
LIST OF ITEMS OPENED, CLOSED, AND DISCUSSED  

 
Opened and Closed 

05000313/2016001-01 NCV Failure to Assess and Manage Hot Work Risk (Section 1R13) 

05000368/2016001-02 NCV Failure to Follow Design Control Requirements for Pump Seal 
Cooler Replacements (Section 1R15) 

05000368/2016001-03 NCV Blocked Drain Results in Emergency Feedwater Pump 
Inoperability (Section 1R19) 

05000368/2016001-04 NCV Failure to Inject Service Water with Corrosion Inhibitors during 
Refueling Outages (Section 71152) 

05000313/2016001-05 FIN Failure to Identify and Repair Intermittent Card Failure Leads to a 
Reactor Trip (Section 4OA2.3) 

 
Closed 

05000313/2015-001 LER Manual Reactor Trip Due to Oscillations in the Feedwater System 
(Section 4OA3.1) 

05000313/2014-002 LER Special Report – Significant Change in Peak Cladding 
Temperature (Section 4OA3.2) 
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LIST OF DOCUMENTS REVIEWED 

Section 1R01:  Adverse Weather Protection 

Procedures 

Number Title Revision 
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OP-1203.025 Natural Emergencies 056 

EN-FAP-EP-010 Severe Weather Response 003 
 
 
Condition Reports 

CR-ANO-1-2016-00719 CR-ANO-1-2016-00720 CR-ANO-1-2016-00721 

CR-ANO-1-2016-00722 CR-ANO-1-2016-00724 CR-ANO-1-2016-00727 
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CR-ANO-2-2016-00709 CR-ANO-2-2016-00710 CR-ANO-2-2016-00711 

CR-ANO-2-2016-00712 CR-ANO-2-2016-00713 CR-ANO-2-2016-00714 

CR-ANO-2-2016-00715 CR-ANO-C-2016-00846 CR-ANO-C-2016-00862 

CR-ANO-C-2016-00863   
 
 
Section 1R04:  Equipment Alignment 

Procedures 

Number Title Revision 
Date 

2102.010 Plant Cooldown 051 
 
 
Condition Reports 

CR-ANO-1-2016-00616   
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Section 1R05:  Fire Protection 

Procedures 

Number Title Revision 
Date 

PFP-U1-R018 Unit 1 Pre-Fire Plans 18 

1405.016 Unit 1 Penetration Fire Barrier Visual Inspection 17 
 
Drawings 

Number Title Revision 
Date 

A-2600 Fire Seals in the Containment Auxiliary Building Seismic 
Gap, Detail Area 66  

 

 
Condition Reports 

CR-ANO-1-2016-00568 CR-ANO-1-2016-00584 CR-ANO-1-2016-00682 
 
 
Section 1R11:  Licensed Operator Requalification Program 

Procedures 

Number Title Revision 
Date 

1104.036 Emergency Diesel Generator Operation 071 

2102.004 Power Operation 060 

2102.010 Plant Cooldown 051 

2103.006 Reactor Coolant Pump Operations 031 

2103.011 Draining the Reactor Coolant System 054 

1104.036 Emergency Diesel Generator Operation 170 
 
Drawings 

Number Title Revision 
Date 

2103.011 Draining the Reactor Coolant System 054 
Attachment B 
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Miscellaneous 

Number Title Revision 
Date 

SES-2-CPE7 Unit 2 Evaluated Simulator Drill 1 

A1SPGLOR160401 ICW and PZR System Unannounced Casualties 0 

TQF-210-DD01 Simulator Exercise Guide Checklist 2 

TQF-201-DD01 Training Material Approval 17 
Section 1R12:  Maintenance Effectiveness 

Procedures 

Number Title Revision 
Date 

1015.030 Operations Procedure Writers Guide 019 
 
Drawings 

Number Title Revision 
Date 

M-2231 Piping & Instrument Diagram Chemical & Volume Control 
System 

146 

 
Condition Reports 

CR-ANO-1-2013-01054 CR-ANO-C-2014-01964 CR-ANO-C-2015-03078 

CR-ANO-C-2015-03527 CR-ANO-C-2015-04611 CR-ANO-C-2016-01148 

CR-ANO-C-2016-01083 CR-ANO-1-2015-04283 CR-ANO-1-2013-00022 
 
 
Miscellaneous 

Number Title Revision 
Date 

STM 2-04 ANO Unit 2 System Training Manual, Chemical and Volume 
Control System 

August 24, 
2015 

 AAC DG Maintenance Rule (a)(1) Corrective Action Plan 
Monitoring Failure CR-ANO-C-2015-3527 

October 28, 
2015 

 System Health Reports Q3-2015, Q4-2015  

STM 1-32 Electrical Distribution 46 
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Section 1R13:  Maintenance Risk Assessment and Emergent Work Controls 

Procedures 

Number Title Revision 
Date 

1015.033 ANO Switchyard and Transformer Yard Controls 026 

COPD-024 Risk Assessment Guidelines 055 

STM 1-32 ANO Unit 1 System Training Manual, Electrical Distribution 44 

2106.007 Main Feedwater Pump and FWCS Operation 055 

STM 2-33 Alternate AC Diesel Generator 18 

1015.048 Shutdown Operations Protection Plan, Attachment - Unit 2 
Shutdown Condition 4 

021 

EN-WM-104 On Line Risk Assessment 12 
 
Drawings 

Number Title Revision 
Date 

M-2216, Sheet 2 ANO Unit 2 Piping and Instrument Diagram Turbine-
Generator Lube Oil System 

25 

 
Condition Reports 

CR-ANO-C-2016-00054   
 
Work Orders 

00422180-10     
 
Miscellaneous 

Number Title Revision 
Date 

2F16-O1 Outage Risk Assessment Team Report 0 
 
Section 1R15:  Operability Evaluations 

Procedures 

Number Title Revision 
Date 

EN-OP-104 Water in the Diesel Exhaust Stacks  
Operability Determination Process 

10 
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Procedures 

Number Title Revision 
Date 

CALC-88-E-
0040-17 

Pipe Stress Evaluations for K4A and K4B EDG Exhaust 
Piping 

4 

CALC-90-D-
6028-01 

Diesel Exhaust from Silencer (ZM67A) through Roof (2JBD-
201-30”) 

0 

CALC-6600-2-
849 

Piping Calc. for Exhaust from 2K4B to Roof Lower Portion 1 

1105.010 Plant Computer Operation 023 

2104.001 Safety Injection Tank Operations 049 

2203.012G Annunciator 2K07 Corrective Action 032 

OPS-B37-
140401 

Sit Level Change September 
19, 2005 

OP-2106.006 Emergency Feedwater System Operations 90 
 
Drawings 

Number Title Revision 
Date 

34-GX-102 Large Pipe Isometric Emergency Diesel Generator K-4B 
Exhaust (Unit 1) 

9 
September 
19, 2000 

34-GX-102 Small Pipe Isometric EDG K-4B Exhaust Drain (Unit 1) 0 

34-GX-102 Pipe Support Detail EDG K-4B Exhaust Drain (Unit 1) 0 

34-GX-104 Large Pipe Isometric Emergency Diesel Generator K-4A 
Exhaust (Unit 1) 

9 
January 15, 
2001 

34-GX-104 Small Pipe Isometric EDG K-4A Exhaust Drain (Unit 1) 0 

M-2202 Sh. 4 Piping & Instrument Diagram, Lube Oil, Lube Oil Cooling, 
Electric/Hydraulic Controls & Main Steam 

20 

 
Condition Reports 

CR-ANO-2-2016-00184 CR-ANO-1-2016-00157 CR-ANO-C-2012-01591 

CR-ANO-C-2015-04514 CR-ANO-C-2015-04570 CR-ANO-1-2005-01370 

CR-ANO-C-2012-01603 CR-ANO-C-2012-03150 CR-ANO-2-2016-00251 

CR-ANO-C-2015-03462 CR-ANO-C-2016-00185 CR-ANO-2-2016-00130 

CR-ANO-2-2016-00678 CR-ANO-2-2016-00550 CR-ANO-2-2016-00579 
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CR-ANO-2-2016-00581 CR-ANO-2-2016-00590 CR-ANO-2-2016-00596 

CR-ANO-2-2016-00598 CR-ANO-2-2016-00778 CR-ANO-2-2010-01402 
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Work Orders 

00073710 00076390 00173547 00244079 00314155 
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Miscellaneous 

Number Title Revision Date 

TDT147 006 Instruction Manual for Terry Steam Turbine 8 
 
 
Section 1R18:  Plant Modifications 

Procedures 

Number Title Revision 
Date 

EN-OP-102 Protective and Caution Tagging 18 
 
 
Section 1R19:  Post-Maintenance Testing 

Procedures 

Number Title Revision 
Date 

2104.029 Service Water System Operations 104 

1015.001 Conduct of Operations 111 

1412.001 Preventative Maintenance of Limitorque SB/SMB Motor 
Operators 

048 

2102.001 Plant Pre-Heatup and Pre-Critical Checklist 084 

CEP-IST-4 Standard on IST 308 

NUREG-1482 Guidelines for Inservice Testing at Nuclear Power Plants 1 

2104.023 Turbine Building and Auxiliary Building Extension Drain 
Sumps 

011 
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Number Title Revision 
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CALC-92-R-
0024-01 

Response to Internal Flooding of Power Plant Buildings February 19, 
1993 

 
Condition Reports 

CR-ANO-2-2003-01732 CR-ANO-2-2016-00766 CR-ANO-C-2016-1852 

   
 
Work Orders 

50238707-02 435090 394427-01 376188-05/13 52571984-01 
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Miscellaneous 

Number Title Revision 
Date 

CALC-92-R-
0024-01 

  

 
Section 1R20:  Refueling and Other Outage Activities 

Procedures 

Number Title Revision 
Date 

1015.008 Unit 2 SDC Control 053 

2102.004 Power Operation 060 

2102.010 Plant Cooldown 051 

2103.002 Filling and Venting the RCS 061 

2103.006 Reactor Coolant Pump Operations 031 

2103.011 Draining the Reactor Coolant System 054 

2104.004 Shutdown Cooling System 057 

2202.011 Lower Mode Functional Recovery 012 

2203.029 Loss of Shutdown Cooling 019 
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Drawings 

Number Title Revision Date 

M-2112-A-5-9 Pressure Seal Swing Checks 9 
 
 
Section 1R22:  Surveillance Testing 

Procedures 

Number Title Revision 
Date 

1FSG-004 Extended Loss of AC Power DC Load Management 001 

1104.023 Diesel Oil Transfer Procedure 035 

1104.036 Emergency Diesel Generator Operation 071 

1107.006 ESF Electrical Bus Outage 016 

1202.007 Degraded Power 013 

1000.009 Surveillance Test Program Control 034 

2202.007 Loss of Offsite Power, Technical Guidelines 031 

1015.003B Unit Two Operations Logs 077 

2106.006 Emergency Feedwater System Operations 090 

OP-2304.037 Unit 2 Plant Protection System Channel A Test 052 
 
 
Condition Reports 

CR-ANO-1-2013-01280 CR-ANO-1-2014-00777 CR-ANO-2-2015-02414 

CR-ANO-2-2015-02500 CR-ANO-2-2015-02501 CR-ANO-1-2014-00027 

CR-ANO-1-2014-00632 CR-ANO-1-2014-01317 CR-ANO-2-2014-00383 
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CR-ANO-2-2014-03478 CR-ANO-2-2014-03479 CR-ANO-2-2015-00144 
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CR-ANO-2-2015-02559 CR-ANO-2-2015-02926 CR-ANO-2-2015-04848 

CR-ANO-C-2014-01439 CR-ANO-C-2015-01222 CR-ANO-2-2015-02500 

CR-ANO-1-2014-00777  CR-ANO-2-2015-00174 CR-ANO-2-2015-02501 

CR-ANO-1-2015-00106 CR-ANO-1-2015-01995 CR-ANO-1-2015-02068 

CR-ANO-1-2015-02088 CR-ANO-2-2014-01412 CR-ANO-2-2014-02249 

CR-ANO-2-2014-02365 CR-ANO-2-2014-03479 CR-ANO-2-2015-00086 
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CR-ANO-C-2016-00205   
 
Section 1EP6:  Drill Evaluation 

Procedures 

Number Title Revision 
Date 

EN-EP-306 Drills and Exercises 007 
 
 
Condition Reports 

CR-ANO-C-2016-00820   
 
Section 4OA1:  Performance Indicator Verification 

Condition Reports 

CR-ANO-C-2015-01634   
 
 
Miscellaneous 

Number Title Revision Date 

EN-LI-114, 
Attachment 9.3 

Verification of ROP Data Input to CDE 1st Quarter 2015 

EN-LI-114, 
Attachment 9.3 

Verification of ROP Data Input to CDE 2nd Quarter 2015 

EN-LI-114, 
Attachment 9.3 

Verification of ROP Data Input to CDE 3rd Quarter 2015 

EN-LI-114, 
Attachment 9.3 

Verification of ROP Data Input to CDE 4th Quarter 2015 
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Section 4OA2:  Identification and Resolution of Problems 

Procedures 

Number Title Revision 
Date 

EN-LI-102 Corrective Action Program 026 

OP-1052.007 Secondary Chemistry Monitoring 40 
 

Condition Reports 

CR-ANO-1-2016-00780 CR-ANO-2-2015-05144 CR-ANO-2-2015-05124 

CR-ANO-2-2015-05036 CR-ANO-1-2015-03337 CR-ANO-1-2015-04118 

CR-ANO-1-2016-00037 CR-ANO-2-2015-00470 CR-ANO-2-2015-00398 

CR-ANO-C-2015-00817 CR-ANO-C-2016-00703 CR-ANO-2-2015-05329 

CR-ANO-C-2016-01779 CR-ANO-2-2015-02879  
 
 
 
Section 4OA3:  Event Follow-Up 

Miscellaneous 

Number Title Revision 
Date 

1CAN121405 Special Report - Significant Change in Peak Cladding 
Temperature 

December 
22, 2014 

 



 

 A-1 Attachment 2 

 
Detailed Risk Evaluation 

Arkansas Nuclear One, Unit 2 

Clogged Drain in the Turbine Driven Emergency Feedwater Pump Room 

 

Conclusion 

The analyst estimated the total increase in core damage frequency to be 7.7E-7/year, and 
therefore the finding had very low safety significance (Green). 

Assumptions 

1. The exposure time spanned from December 2, 2015, to February 2, 2106, or 62 days, 
which represented the time period between the previous surveillance and the 
surveillance where the clogged drain caused the water pooling event.  The analyst 
assumed that the clog occurred at the end of the December 2, 2015, surveillance run 
and could not have built up in the 62 days between surveillances since nothing was 
identified as being drained to the drain system in that time and there is nothing routinely 
sent to the drains. 

2. The turbine driven emergency feedwater pump was assumed to become nonfunctional 
when water level in the turbine driven emergency feedwater pump room reached 30 
inches above the room floor. 

3. The water addition rate to the room was assumed to be 12 gallons per minute from the 
process fluid of the pump.  This fill rate when applied to the room dimensions and 
accounting for objects in the room yielded a time of 4.1 hours until the turbine driven 
emergency feedwater pump would become nonfunctional. 

4. The analyst added the clogged drain as a failure mode of the turbine driven emergency 
feedwater pump to the SPAR model.  The failure mode was expanded into a fault tree 
representing the realistic possibilities and outcomes for this failure mode.  The fault tree 
assumed that the drain would have to clog and the operator would have to fail to take 
action to remove water from the room.  For this fault tree, a basic event was created for 
room drain clogging with a nominal value of 5E-3.  Also, a subtree was created for the 
failure to take action to remove water from the room. 
a. The subtree could fail by failure of the room water level alarm or by the operator 

failing to remove water from the room.  A basic event for the room alarm failure was 
created with a nominal failure probability of 1E-2. 

b. The failure of the operator to remove water from the room was modelled by the 
failure of application of a drain snake to unclog the drain combined with the failure of 
the application of an air driven submersible pump.  Use of an electric submersible 
pump was not credited since a majority of the increase in core damage frequency 
was driven by loss of offsite power sequences in which power was not easily 
available to an electric driven submersible pump. 

i. Failure of the application of a drain snake was modelled as either the failure 
of the snake being able to access the clogged area due to the location of the 
clog or plant personnel failing unclog the drain.  The analyst assumed if the 
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first attempt to unclog the drain was unsuccessful, time was not available to 
attempt snaking the drain from another location.  Since approximately 50 
percent of the drain piping was accessible from the chosen snaking location 
on February 2, 2106, the analyst created the basic event for the snake failing 
to access the clog with a nominal failure probability of 0.5.  The analyst 
performed a SPAR-H human reliability analysis for the basic event for plant 
personnel failing to snake the drain.  The human reliability analysis assumed 
extra time was available, stress was high, and procedures were incomplete 
for diagnosis and extra time was available, stress was high, the task was 
moderately complex, and procedures were incomplete for action.  All other 
performance shaping factors were assumed to be nominal.  These 
assumptions yielded a failure probability of 4.8E-2 for this basic event.   

ii. Failure of the application of the submersible pump was modelled as either the 
failure of submersible pump or plant personnel failing to align and operate the 
pump.  The analyst created a basic event for the failure of the submersible 
pump with a nominal failure probability of 1E-1.  The analyst performed a 
SPAR-H human reliability analysis for the basic event for palnt personnel 
failing to align and operate the pump. The human reliability analysis assumed 
extra time was available, stress was high, and procedures were incomplete 
for diagnosis and extra time was available, stress was high, the task was 
moderately complex, and procedures were incomplete for action.  All other 
performance shaping factors were assumed to be nominal.  The analyst then 
derived moderate dependency with the drain snaking basic event by 
assuming the events were performed by the same crew, were not successive 
in time, were performed at different locations, and no additional cues were 
available.  These assumptions yielded a failure probability of 1.84E-1 for this 
basic event.  

5. The basic event for clogging of the room drain was set to TRUE to represent the 
clogging of the drain. 

6. The analyst assumed that the backflow preventer in the drain line to the motor driven 
emergency feedwater pump room would work at all times. 

7. Any water which drained into the turbine building through the common drain line was 
assumed to not impact the startup auxiliary feedwater pump. 

Application of these assumptions yielded an estimate of the increase in core damage frequency 
of 4.3E-7/year.  The dominant core damage sequences were losses of offsite power, transients, 
and losses of safety bus 2A3.  Successful restoration of main, auxiliary, or emergency 
feedwater mitigated further increases in core damage frequency. 

External Events  

The analyst reviewed the Internal Plant Evaluation of External Events for Arkansas Nuclear 
One, Unit 2, to screen for external events which could be significant contributors to increase 
core damage frequency with the drain for the turbine driven emergency feedwater pump room 
clogged.  High winds and internal fires screened as potentially significant. 

For high winds, the analyst applied historical tornado frequency information to the methodology 
referenced in “The Review of Methods for Estimation of High Wind and Tornado Hazard 
Frequencies,” prepared for the Office of Nuclear Regulatory Research by Ghosh and Rafkin 
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dated December 2012, to obtain a frequency of a high wind event which would cause a loss of 
offsite power.  The analyst then applied this frequency to the conditional core damage 
probability from SPAR with the turbine driven emergency feedwater pump room drain clogged 
and with offsite power being unrecoverable.  These assumptions yielded an estimate of 6.1E-
9/year, which the analyst considered minimal. 

For fires, the analyst reviewed fire scenarios which posed a more significant increase in core 
damage frequency if they were to occur during the 62 days in which the turbine driven 
emergency feedwater pump room drain was clogged and the turbine driven emergency 
feedwater pump was subject to increased failure probability.  These fires included fires in the 
control room, turbine building, switchgear rooms, motor control center rooms, various pump 
motors, the main turbine and its auxiliaries, reactor coolant pumps, and the reactor protection 
system. 

The analyst also reviewed fires which caused the dominant core damage sequences.  These 
included fires which caused losses of offsite power, losses of safety bus 2A3, losses of motor 
control center 2B5, losses of main feedwater, losses of condenser heat sink, and transients. 

The analyst used fire ignition frequencies from NUREG 6850, “EPRI/NRC-RES Fire PRA 
Methodology for Nuclear Power Facilities,” dated May 1, 2006.  For fires involving losses of 
offsite power, the analyst assumed that offsite power was not recoverable. 

The cumulative increase in core damage frequency for all of these fires was 3.4E-7/year.  Since 
fires were the only dominant contributor to external event, this fire estimate was the estimate for 
increase in core damage frequency resulting from external events. 

Total Increase in Core Damage Frequency from Internal and External Events 

Internal Events 4.3E-7 

External Events 3.4E-7 

Total    7.7E-7 

Large Early Release Frequency 

The analyst applied the increase in core damage frequency estimate to Manual Chapter 0609, 
Appendix H, “Containment Integrity Significance Determination Process.”  Using Figure 4.1 in 
Appendix H, the analyst assumed the turbine driven emergency feedwater pump was degraded 
and therefore core damage frequency was affected; the total increase in core damage 
frequency was not less than 1E-7; some of the affected sequences were contributors to large 
early release frequency; and therefore screened the finding to Phase 2.  In Phase 2, the analyst 
used Table 5.2 of Appendix H to screen out the significance as Green, or very low safety 
significance, for Large Early Release Frequency.   

The analyst used Revision 8.26 of the SPAR model run on SAPHIRE, Version 8.1.2. 
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